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Abstract 
 
 

In this paper, we obtain the distribution functions of the range and the quasi-range of the random variables 
from the negatively skewed extended generalized logistic distribution. The covariance between the ݉௧௛ and 
the ݍ௧௛ order statistics ݉ >  ;is also presented. 2000 Mathematics Subject Classifications: Primary 62E15 ݍ
Secondary 62G30. 
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1. Introduction 
 

The probability density function of the logistic distribution in its reduced form for a continuous random 
variable ܺ is  

௑݂(ݔ) =
݁ି௫

(1 + ݁ି௫)ଶ ,−∞ < ܺ < ∞,																																					(1.1) 
 

While it’s cumulative distribution function is  
 

 (1.2)																																																				ିஶழ௑ழஶ										(ଵା௘షೣ)షభ,	௑(௫)ୀܨ				
 

The shape of this distribution that is similar to that of normal distribution has made it to be preferred  to 
normal distribution by some researchers like Berkson (1944,1950,1953 ), Berkson and Hodges (1960) etc. Ojo (1989) 
used the logistic model to analyze some social problem data. Researchers have been working on order statistics from 
the logistic distribution over time. It was considered in Plackett (1958), Birnbaum and Dudman (1963), Tarter and 
Clark (1965), Shuah (1966, 1970), Gupta, Qureishi and Shah (1967) obtain best unbiased estimated estimators of the 
location and scale parameters of the logistic distribution using order statistics. It is well known that range and quasi-
range are important statistics that depend on order statistics. Gupta and Shah (1965) obtained the distribution of the 
range from the logistic distribution while Malik (1980) obtained the distribution function of the quasi-range from the 
logistic distribution.  

 

In recent times, researchers have focused more on generalizing probability distribution functions with the aim 
of making the functions to be more robust and applicable in modeling different types of data. The logistic distribution 
has enjoyed the practice of generalization in many forms as could be seen in George and Ojo (1980), Balakrishnan and 
Leung (1988a), Wu et al (2000), Olapade (2004,2005,2006). Though, many works had been done on the study of order 
statistics from the logistics distribution, many of the various generalizations of the distribution have not enjoyed such 
privilege. Balakrishnan and Leung (1988a) studied order statistics from the type I generalized logistic distribution 
while Balakrishnan and Leung (1988b) obtained the means, variances and covariance of order statistics, BLUE’s for 
the type I generalized logistic distribution.  
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In this paper, we will obtain the distributions of the range, the quasi-range and the covariance functions from 
negatively skewed extended generalized logistic distribution with probability density function 

 

																									 ௑݂(݌,ߣ;ݔ) = 	
௣௫ି݁݌ߣ

ߣ) + ݁ି௫)௣				
, −∞ < ܺ < ∞, ݌ > 0, ߣ > 0													(1.3) 

 

And cumulative distribution function  
 

;ݔ)௑ܨ (݌,ߣ = 1 −
݁ି௣௫

ߣ) + ݁ି௫)௣				
, −∞ < ܺ < ∞, ݌ > 0, ߣ > 0										(1.4) 

 

Some theorems that characterize this distribution were presented in Olapade (2005) while some properties 
and applications of this distribution were presented in Olapade (2009) who obtained the distribution of the ݎ௧௛	 order 
statistics and established the probability density functions of the maximum and minimum order statistics from this 
distribution. 
 

2. Distribution of the range from the negatively skewed extended generalized   logistic distribution 
 

Given a set of random variables ܺଵ,ܺଶ,… ,ܺ௡	of size ݊ from the negatively skewed extended logistic 
distribution, let ܺଵ:௡ ≤ ܺଶ:௡ ≤ ⋯ܺ௡:௡  be the corresponding order statistics. Let ܨ௑ೝ:೙(௫),			ݎ = 1,2, … ,݊ be the 
cumulative distribution function of the ݎ௧௛ order statistics ܺ௥:௡ and ௑݂ೝ:೙	

 .denote its probability density function (ݔ)
David (1970) gives the probability density function of ܺ௥:௡ as  

 

݂௑ೝ:೙	(௫)ୀ భ
ಳ(ೝ,೙షೝశభ)[ி(௫)]ೝషభ[ଵିி(௫)]೙షೝ௙(௫),																																																																																														(ଶ.ଵ) 

 

Where ܤ(. , . ) is a complete better function. For the negatively skewed extended generalized logistic 
distribution with probability density function and cumulative distribution function given in equation (1.3) and (1.4) 
respectively. Let us define the sample range ௡ܹ by ௡ܹ = ܺ௡:௡ − ܺଵ:௡	, the cumulative distribution of ௡ܹ can be 
written as 

 

௥ܲ( ௡ܹ ≤ (ݓ = ݊න ൫ݔ)ܨ + (ݓ − (2.2)																																											ݔ݀(ݔ)൯௡ିଵ݂(ݔ)ܨ
ஶ

ିஶ
 

 

Now we substitute for ܨ(	. ) and ݂(	. ) in equation (2.2) to obtain  
 

௥ܲ( ௡ܹ ≤ (ݓ = ݊න ቆ
݁ି௣௫

ߣ) + ݁ି௫)௣				
−

݁ି௣(௫ା௪)

ߣ) + ݁ି௫ି௪)௣				
ቇ
௡ିଵ

	
௣௫ି݁ߣ

ߣ) + ݁ି௫)௣ାଵ				
(2.3)		ݔ݀

ஶ

ିஶ
 

                                                     

 

= නߣ݌݊ ቆ
1

ߣ) + ݁ି௫)௣				
−

݁ି௣௪

ߣ) + ܽ݁ି௫)௣				
ቇ
௡ିଵ

	
݁ି௡௣௫

ߣ) + ݁ି௫)௣ାଵ				
(2.4)																																	ݔ݀

ஶ

ିஶ
	 

 

Where ܽ = ݁ି௪ ,then  
 

௥ܲ( ௡ܹ ≤ (ݓ = ෍(−1)௞ߣ݌݊ ൬
݊ − 1
݇

൰
௡ିଵ

௞ୀ଴

න ൬
1

ߣ) + ݁ି௫)௣൰
௡ିଵି௞

	൬
݁ି௪

ߣ + ܽ݁ି௫
൰
௣௞ ݁ି௡௣௫

ߣ) + ݁ି௫)௣ାଵ (2.5)		ݔ݀
ஶ

ିஶ
 

 

= ௣௞෍(−1)௞ܽߣ݌݊ ൬
݊ − 1
݇

൰න
݁ି௡௣௫

ߣ) + ܽ݁ି௫)௣௞(ߣ + ݁ି௫)௡௣ି௣௞ାଵ 																																																																					ݔ݀
(2.6)

ஶ

ିஶ

௡ିଵ

௞ୀ଴
 

 

 

Let ݐ = ߣ) + ݁ି௫)ିଵ, then 
 

௥ܲ( ௡ܹ ≤ (ݓ = ෍(−1)௞ܽߣ݌݊	 ൬
݊ − 1
݇

൰න
(1 − ௡௣ିଵ(ݐߣ

(1 + ܽ)ߣ − ௡௣ି௣௞ାଵ(ݐ(1
(2.7)														ݔ݀

ଵ ఒ⁄

଴

௡ିଵ

௞ୀ଴
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= ෍(−1)௞ܽߣ݌݊ ൬
݊ − 1
݇

൰න
(1 − ௡௣ିଵ(ݐߣ

(1 + ௡௣ି௣௞ାଵ(ݐܾ
ݐ݀ = ෍ܽߣ݌݊	 (−1)௞ ൬

݊ − 1
݇

൰ܣ(݊, ,݇,݌ (2.8)					,(ߣ
௡ିଵ

௞ୀ଴

ଵ ఒ⁄

଴

௡ିଵ

௞ୀ଴
 

 

Where ܾ = ܽ)ߣ − 1) and 

,݇,݌,݊)ܣ (ߣ = න (1− ௡௣ିଵ(1(ݐߣ + 	ݐ݀(௡௣ି௣௞ାଵ)ି(ݐܾ
ଵ ఒ⁄

଴
 

 

Let ݒ = 1 +  then ,ݐܾ
 

,݇,݌,݊)ܣ (ߣ = 1 ܾ⁄ න (1 − ݒ)ߣ − 1) ܾ⁄ )௡௣ିଵݒ௣௞ି௡௣ିଵ݀ݒ	
ଵା௕ ఒ⁄

଴
 

= 1 ܾ⁄ ෍ (−1)௝ ൬
݌݊ − 1
݆

൰ 		௝ߣ
௡௣ିଵ

௝ୀ଴

න ൬
ݒ − 1
ܾ

൰
௝

	ݒ௣௞ି௡௣ିଵ݀ݒ
ଵା௕ ఒ⁄

ଵ
 

= 1 ܾ⁄ ෍ (−1)௝ ൬
݌݊ − 1
݆

൰ ௝ߣ ൬
1
−ܾ

൰
௝

		

௡௣ିଵ

௝ୀ଴

න ௣௞ି௡௣ିଵ(1ݒ − 	ݒ௝݀(ݒ
ଵା௕ ఒ⁄

ଵ
 

= ෍ (−1)௝ିଵ ൬
݌݊ − 1
݆

൰
௝ߣ

(−ܾ)௝ାଵ		

௡௣ିଵ

௝ୀ଴

න ෍(−1)௜
௝

௜ୀ଴

൬
݆
݅
൰ 	(2.9)																								ݒ௜ା௣௞ି௣௡ିଵ݀ݒ

ଵା௕ ఒ⁄

ଵ
 

=

∑ (−1)௝ିଵ ቀ௡௣ିଵ௝ ቁ ఒೕ

(ି௕)ೕశభ 	൥(−1)௣(௡ି௞) ቀ ௝
௣(௡ି௞)ቁ ݊ܫ ቀ1 + ௕

ఒ
ቁ+ ∑ (−1)௜൫௝௜൯

ቀଵା್ഊቁ
೔శ೛ೖష೛೙

ିଵ

௜ା௣௞ି௣௡
௝
௜ୀ଴,௜ஷ௣(௡ି௞) ൩	(2.10)

	

௡௣ିଵ
௝ୀ଴   

= ෍ (−1)௝ିଵ ൬
݌݊ − 1
݆

൰
௝ߣ

(−ܾ)௝ାଵ 	቎
(−1)௣௡—௣௞ାଵ ൬

݆
݊)݌ − ݇)൰ݓ + ෍ (−1)௜ ൬

݆
݅
൰
݁ି௪(௜ା௣௞ି௣௡) − 1
݅ + ݇݌ − ݊݌

௝

௜ୀ଴,௜ஷ௣(௡ି௞)

቏	(2.11)

	

௡௣ିଵ

௝ୀ଴

 

 

Substitute for ݌,݊)ܣ,݇,   in equation (2.8), we have (ߣ
 

௥ܲ( ௡ܹ ≤ (ݓ = ෍(−1)௞ܽߣ݌݊	 ൬
݊ − 1
݇

൰
௡ିଵ

௞ୀ଴

෍ (−1)௝ିଵ ൬
݌݊ − 1
݆

൰
௝ߣ

(−ܾ)௝ାଵ

௡௣ିଵ

௝ୀ଴

	× 

 

቎(−1)௣௡ି௣௞ାଵ ൬
݆

݊)݌ − ݇)
൰ݓ + ෍ (−1)௜ ൬

݆
݅
൰
݁ି௪(௜ା௣௞ି௣௡) − 1
݅ + ݇݌ − ݊݌

௝

௜ୀ଴,௜ஷ௣(௡ି௞)

቏																																											(2.12)	 

 

= ෍݌݊ ෍ (−1)௞ା௝ିଵ ൬
݊ − 1
݇

൰ ൬
݌݊ − 1
݆

൰
݁ି௪

(1− ݁ି௪)௝ାଵ 	
௡௣ିଵ

௝ୀ଴

௡ିଵ

௞ୀ଴

× ቎(−1)௣௡ି௣௞ାଵ ൬
݆

݊)݌ − ݇)
൰ݓ + ෍ (−1)௜ ൬

݆
݅
൰
݁ି௪(௜ା௣௞ି௣௡) − 1
݅ + ݇݌ − ݊݌

௝

௜ୀ଴,௜ஷ௣(௡ି௞)

቏												(2.13) 
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= ෍݌݊ ෍ (−1)௞ା௝ିଵ ൬
݊ − 1
݇

൰ ൬
݌݊ − 1
݆

൰
1

(1 − ݁ି௪)௝ାଵ 	
௡௣ିଵ

௝ୀ଴

௡ିଵ

௞ୀ଴

× ቎(−1)௣௡ି௣௞ାଵ ൬
݆

݊)݌ − ݇)
൰ି݁ݓ௪

+ ෍ (−1)௜ ൬
݆
݅
൰
݁ି௪(௜ା௣௞ି௣௡) − ݁ି௪

݅ + ݇݌ − ݊݌

௝

௜ୀ଴,௜ஷ௣(௡ି௞)

቏ .																																								(2.14) 

 
By differentiating the distribution function of the sample range in equation (2.14) with respect to	ݓ, we derive 

the density function of the sample range ௡ܹ as 
 

(ݓ)ܲ = ෍݌݊ ෍ (−1)௞ା௝ ൬
݊ − 1
݇

൰ ൬
݌݊ − 1
݆

൰
(݆ + 1)݁ି௪

(1 − ݁ି௪)௝ାଶ 	
௡௣ିଵ

௝ୀ଴

௡ିଵ

௞ୀ଴

× ቎(−1)௣௡ି௣௞ାଵ ൬
݆

݊)݌ − ݇)
൰ି݁ݓ௪ + ෍ (−1)௜ ൬

݆
݅
൰
݁ି௪(௜ା௣௞ି௣௡ାଵ) − ݁ି௪

݅ + ݇݌ − ݊݌

௝

௜ୀ଴,௜ஷ௣(௡ି௞)

቏ + 

෍݌݊ ෍ (−1)௞ା௝ାଵ ൬
݊ − 1
݇

൰ ൬
݌݊ − 1
݆

൰
1

(1 − ݁ି௪)௝ାଵ 	× ൤(−1)௣௡ି௣௞ାଵ ൬
݆

݊)݌ − ݇)
൰ (1 ௪൨ି݁(ݓ−

௡௣ିଵ

௝ୀ଴

௡ିଵ

௞ୀ଴

+ ෍ (−1)௜ାଵ ൬
݆
݅
൰

(݅ + ݇݌ − ݊݌ + 1)݁ି௪(௜ା௣௞ି௣௡ାଵ) − ݁ି௪

݅ + ݇݌ − ݊݌

௝

௜ୀ଴,௜ஷ௣(௡ି௞)

.																																												(2.15) 

 
It could be noted that the ܨ௪(ݓ)	and ௪݂(ݓ) of the negatively skewed extended generalized logistic 

distribution are independent ofߣ	but they depend on  ݌. 
 
3       Distribution of the quasi-range of random variables from the negatively skewed extended generalized 
logistic distribution 

 

Given a set of random variables ܺଵ,ܺଶ, … ,ܺ௡ of size ݊ negatively skewed extended generalized logistic 
distribution,  let  ܺଵ:௡ ≤ ܺଶ:௡ ≤ ⋯ܺ௥:௡ ≤ ܺ௥ାଵ:௡ ≤ ⋯ܺ௡:௡ be the corresponding order statistics. Let us define the 
sample ݎ௧௛quasi-range ܹ by  

 

ܹ = ܺ௡ − ܺ௥ାଵ:௡,				ݎ = 0,1, … , (݊ − 1) 2⁄ ,																																							(3.1) 
 

where ݊ is odd. The joint probability density functions of ܺ௥ାଵ:௡ and ܺ௡ି௥:௡  is given by  
 

,௥ାଵ:௡ݔ)݂ (௡ି௥:௡ݔ = 	
݊!

!ݎ (݊ − ݎ2 − 2)! !ݎ
(௡ି௥:௡ݔ)ܨ]௥[(௥ାଵ:௡ݔ)ܨ] − ௡ିଶ௥ିଶ[(௥ାଵ:௡ݔ)ܨ 	× 

 

[1− ∞−,(௥ାଵ:௡ݔ)݂(௡ି௥:௡ݔ)௥݂[(௡ି௥:௡ݔ)ܨ < ܺ௥ାଵ:௡ < ܺ௡ି௥:௡ < ∞.									(3.2) 
 

Since ܺ௡ି௥:௡= ܺ௥ାଵ:௡ + ܹ, we have 
 

௥ܲ( ௡ܹ ≤ (ݓ = න න ,௥ାଵ:௡ݔ)݂ ௥ାଵ:௡ݔ + ௥ାଵ:௡ݔ)݀(ݓ + (3.3)											௥ାଵ:௡.ݔ݀(ݓ
௫ೝశభ:೙ା௪

௫ೝశభ:೙

ஶ

ିஶ
 

 

Let ݔ௥ାଵ:௡ =  ,(for convenience)	ݔ
 

௥ܲ(ܹ ≤ (ݓ =
݊!

!ݎ (݊ − ݎ2 − 2)! !ݎ
න ݔ݀(ݔ)௥݂[(ݔ)ܨ]
ஶ

ିஶ
	× 
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	න [1− ݔ)ܨ + ݔ)ܨ]௥[(ݓ + (ݓ − ݔ)௡ିଶ௥ିଶ݂[(ݔ)ܨ + ݔ)݀(ݓ + (3.4)													.(ݓ
௫ା௪

௫
 

 
Let ݕ = ݔ)ܨ + ݕ݀ and	(ݓ = ݔ)′ܨ + ݔ)݀(ݓ +   then ,(ݓ
 

௥ܲ(ܹ ≤ (ݓ =
݊!

!ݎ (݊ − ݎ2 − 2)! !ݎ
න ݔ݀(ݔ)௥݂[(ݔ)ܨ]
ஶ

ିஶ
	× 

{	න [1 − ݕ]௥[ݕ − (3.5)																																																																								{ݕ௡ିଶ௥ିଶ݀[(ݔ)ܨ
ி(௫ା௪)

ி(௫)
 

 
Integrating the expressions in braces ݎ times by parts, we have  
 

௥ܲ(ܹ ≤ (ݓ = ෍ ෑ
(݊ − ݅)

!ݎ ݎ) − ݇)!
	

ଶ௥ି௞

௜ୀ଴

௥

௞ୀ଴

න ௥[(ݔ)ܨ]
ஶ

ିஶ
[1− ݔ)ܨ + ݔ)ܨ]௥ି௞[(ݓ + (ݓ −  ݔ݀(ݔ)௡ିଶ௥ା௞ିଵ݂[(ݔ)ܨ

= ෍ ෑ
(݊ − ݅)

!ݎ ݎ) − ݇)!
	

ଶ௥ି௞

௜ୀ଴

௥

௞ୀ଴

෍ (−1)௝ ൬
݊ − ݎ2 + ݇ − 1

݆
൰

௡ିଶ௥ା௞ିଵ

௝ୀ଴

෍ (−1)௟ ൬
ݎ − ݇
݈

൰	
௥ି௞

௟ୀ଴
 

× න ௥ା௝[(ݔ)ܨ]
ஶ

ିஶ
ݔ)ܨ] +  (3.6)																															ݔ݀(ݔ)௡ିଶ௥ା௞ି௝ା௟ିଵ݂[(ݓ

 
Let Λ = ∫ ௥ା௝ஶ[(ݔ)ܨ]

ିஶ ݔ)ܨ] + ;ݔ)݂ using the     ,ݔ݀(ݔ)௡ିଶ௥ା௞ି௝ା௟ିଵ݂[(ݓ ;ݔ)ܨ and (݌,ߣ  shown in equations (݌,ߣ
(1.3) and (1.4) respectively, we have 
 

Λ =  ∫ ቂ1− ௘ష೛ೣ

(ఒା௘షೣ)೛
ቃ

(௥ା௝)ஶ
ିஶ ቂ1− ௘ష೛(ೣశೢ)

(ఒା௘షೣషೢ)೛
ቃ
௡ିଶ௥ା௞ି௝ା௟ିଵ ఒ௣௘ష೛ೣ

(ఒା௘షೣ)೛శభ
 ݔ݀

= න ෍(−1)௛
௥ା௝

௛ୀ଴

ஶ

ିஶ
൬
ݎ + ݆
ℎ

൰ቆ
݁ି௫

ߣ + ݁ି௫
ቇ
௣௛

෍ (−1)௠ ൬
݊ − ݎ2 + ݇ − ݆ + ݈ − 1

݉
൰

௡ିଶ௥ା௞ି௝ା௟ିଵ

௠ୀ଴
 

× ቆ
݁ି௫ି௪

ߣ + ݁ି௫ି௪
ቇ
௣௠

ቆ
௣௫ି݁݌ߣ

ߣ) + ݁ି௫)௣ାଵ
ቇ݀ݔ																																															(3.7) 

= ෍ ෍ (−1)௛ା௠ ൬
ݎ + ݆
ℎ

൰
௡ିଶ௥ା௞ି௝ା௟ିଵ

௠ୀ଴

௥ା௝

௛ୀ଴

൬
݊ − ݎ2 + ݇ − ݆ + ݈ − 1

݉
൰ି݁݌ߣ௣௠௪

 

× න
݁ି௫௣(௛ା௠ାଵ)

ߣ) + ݁ି௫)௣௛ା௣ାଵ(ߣ + ܽ݁ି௫)௣௠ (3.8)																													,ݔ݀
ஶ

ିஶ
 

 
where ܽ = ݁ି௪ . Let the integral be	Λଵ and let ݐ = ߣ) + ܽ݁ି௫)ିଵ , then  
 

Λଵ = ܽଵି௣௠න
(1 − ௣௛ା௣௠ା௣ିଵ(ݐߣ

(1 + ܽ)ݐߣ − 1))௣௛ା௣ାଵ
.ݐ݀

ଵ ఒ⁄

଴
 

Let ݕ =  ,ݐߣ

Λଵ =
ܽଵି௣௠

ߣ
න

(1 − ௣௛ା௣௠ା௣ିଵ(ݕ

(1 + ܽ)ݕ − 1))௣௛ା௣ାଵ
ݕ݀

ଵ

଴
 

=
ܽଵି௣௠

ߣ
න (1 − ௣௛ା௣௠ା௣ିଵ෍(−1)௜(ݕ ൬

+ℎ݌ ݌ − ݅
݅

൰
ஶ

௜ୀ଴

(ܽ − 1)௜ݕ௜݀ݕ
ଵ

଴
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=
ܽଵି௣௠

ߣ
෍(−1)௜ ൬

+ℎ݌ ݌ − ݅
݅

൰
ஶ

௜ୀ଴

(ܽ − 1)௜න (1 − ௣௛ା௣௠ା௣ିଵ(ݕ
ଵ

଴
 ݕ௜݀ݕ

=
ܽଵି௣௠

ߣ
෍(−1)௜ ൬

+ℎ݌ ݌ − ݅
݅

൰
ஶ

௜ୀ଴

(ܽ − 1)௜ܤ(݅ + ℎ݌,1 + ݉݌ +  (݌

=
݁ି௪(ଵି௣௠)

ߣ
෍(−1)௜ ൬

+ℎ݌ ݌ − ݅
݅

൰
ஶ

௜ୀ଴

(݁ି௪ − 1)௜ܤ(݅ + ℎ݌,1 + ݉݌ +  (3.9)																.(݌

 

We substitute for Λଵ in equation (3.8), we have  
 

Λ = ෍݌ ෍ ෍(−1)௛ା௠ା௜
ஶ

௜ୀ଴

௡ିଶ௥ା௞ି௝ା௟ିଵ

௠ୀ଴

௥ା௝

௛ୀ଴

൬
ݎ + ݆
ℎ

൰൬
݊ − ݎ2 + ݇ − ݆ + ݈ − 1

݉
൰ ൬
+ℎ݌ ݌ − ݅

݅
൰ 

× ݅)ܤ + ℎ݌,1 + ݉݌ + ௪(݁ି௪ି݁(݌ − 1)௜ .																																						(3.10) 
 
Finally,  

௥ܲ(ܹ ≤ (ݓ = ෍ ෑ
(݊ − ݅)

!ݎ ݎ) − ݇)!
	

ଶ௥ି௞

௜ୀ଴

௥

௞ୀ଴

෍ (−1)௝ ൬
݊ − ݎ2 + ݇ − 1

݆
൰

௡ିଶ௥ା௞ିଵ

௝ୀ଴

෍ (−1)௟ ൬
ݎ − ݇
݈

൰	
௥ି௞

௟ୀ଴
 

× ෍݌ ෍ ෍(−1)௛ା௠ା௜
ஶ

௜ୀ଴

௡ିଶ௥ା௞ି௝ା௟ିଵ

௠ୀ଴

௥ା௝

௛ୀ଴

൬
ݎ + ݆
ℎ

൰ ൬
݊ − ݎ2 + ݇ − ݆ + ݈ − 1

݉
൰൬
ℎ݌ + ݌ − ݅

݅
൰ 

× ݅)ܤ	 + ℎ݌,1 + ݉݌ + ௪(݁ି௪ି݁(݌ − 1)௜ .																																						(3.11) 
 
It should be noted also that the distribution function of quasi-range of the negatively skewed extended 

generalized logistic distribution is independent of parameter	ߣ	but depends on ݌. 
 
4. Covariance between the ࢎ࢚࢓ and the ࢎ࢚ࢗ order statistics from the negatively skewed extended generalized 
logistic distribution 
 

The joint moment generating function of ܺ௠:௡ and ܺ௤:௡ where ݉ >   and ݊ is the sample size is ݍ
 

ଶ൯ݐ,ଵݐ൫ܯ = ଵݐݔ)	exp]ܧ +  [(ଶݐݕ
 

= නܥ නݕ݀ exp(ݐݔଵ + (ݕ)ܨ](ݔ)௤ିଵܨ(ଶݐݕ − −௠ି௤ିଵ[1[(ݔ)ܨ (4.1)						,ݔ݀(ݕ)݂(ݔ)௡ି௠݂[(ݕ)ܨ
௬

ିஶ

ஶ

ିஶ
 

 

where ܥ = ݍ)]/!݊ − 1)! (݉ − ݍ − 1)! (݊ − (ݔ)݂ ,	[!(݉ = ௑݂(ݔ; (ݔ)ܨ and (݌,ߣ =  as given in equations (݌,ߣ;ݔ)௑ܨ
(1.3) and (1.4) respectively. Let ݌ଵ = [1 − (݁ି௫/(ߣ + ݁ି௫))௣], ݌ଶ = [1 − (݁ି௬/(ߣ + ݁ି௬))௣], then exp(ݐݔଵ) =
((1 − ඥ1 − ଵ݌

೛ −ඥ1ߣ)/( ଵ݌
೛ )))௧భ and 	exp(ݐݕଶ) = ((1 − ඥ1 − ଶ݌

೛ −ඥ1ߣ)/( ଶ݌
೛ )))௧మ, 

ݔ݀ = ߣ) + ݁ି௫)௣ାଵ(ି݁ߣ݌௣௫)ିଵ݀݌ଵ and ݀ݕ = ߣ) + ݁ି௬)௣ାଵ(ି݁ߣ݌௣௬)ିଵ݀݌ଶ. So, by substituting all these into 
equation (4.1), we have  
 

ଶ൯ݐ,ଵݐ൫ܯ = ܥ න ቆ
1− ඥ1− ଶ݌

೛ )
−ඥ1)ߣ ଶ)೛݌ ቇ

௧మ

(1− ଶ݌ଶ)௡ି௠݀݌
ଵ

଴
න ቆ

1− ඥ1− ଵ݌
೛ )

−ඥ1)ߣ ଵ)೛݌ ቇ
௧భ

ଵ݌
௤ିଵ(݌ଶ

௣మ

଴

− ଵ݌ଵ)௠ି௤ିଵ݀݌ 																																																																																												(4.2) 

=
ܥ

௧భା௧మߣ
෍ (−1)௜

௠ି௤ିଵ

௜ୀ଴

൬
݉ − ݍ − 1

݅
൰න ቆ

1− ඥ1− ଶ݌
೛ )

(ඥ1 − ଶ)೛݌ ቇ
௧మ

(1 − ଶ݌ଶ௜݀݌ଶ)௡ି௠݌
ଵ

଴

×න ቆ
1 − ඥ1 − ଵ݌

೛ )
(ඥ1 − ଵ)೛݌ ቇ

௧భ

ଵ݌ଵ௠ି௜ିଶ݀݌
௣మ

଴
.																																								(4.3) 
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Let ܪଵ = ∫ ൬(1− ି(ଵ݌
భ
೛ − 1൰

௧భ
ଵ݌ଵ௠ି௜ିଶ݀݌

௣మ
଴  

= න ෍(−1)௛ ൬
ଵݐ
ℎ
൰

௧భ

௛ୀ଴

(1− ଵ݌ଵ௠ି௜ିଶ݀݌ଵ)ି௛/௣݌
௣మ

଴
 

= ෍(−1)௛ ൬
ଵݐ
ℎ
൰

௧భ

௛ୀ଴

න ෍(−1)௝
ஶ

௝ୀ଴

ቆ
ℎ ⁄݌ + ݆ − 1

݆
ቇ ଵ݌ଵ௝ା௠ି௜ିଶ݀݌

௣మ

଴
 

= ෍෍(−1)௛ା௝ ൬
ଵݐ
ℎ
൰

ஶ

௝ୀ଴

௧భ

௛ୀ଴

ቆ
ℎ ⁄݌ + ݆ − 1

݆
ቇ

ଶ݌
௝ା௠ି௜ିଵ

݆ + ݉− ݅ − 1
.																																		(4.4) 

 
We put expression (4.4) in (4.3) to obtain  
 

ଶ൯ݐ,ଵݐ൫ܯ =
(௧భା௧మ)ିߣܥ

݉ + ݆ − ݅ − 1
෍ ෍෍(−1)௜ା௛ା௝

ஶ

௝ୀ଴

௧భ

௛ୀ଴

௠ି௤ିଵ

௜ୀ଴

൬
݉ − ݍ − 1

݅
൰ ൬
ଵݐ
ℎ
൰ቆ
ℎ ⁄݌ + ݆ − 1

݆
ቇ

× න ቆ
1− ඥ1 − ଶ݌

೛ )
(ඥ1 − ଶ)೛݌ ቇ

௧మ

(1 − ଶ݌ଶ௝ା௠ିଵ݀݌ଶ)௡ି௠݌
ଵ

଴
.													(4.5) 

Let  

ଶܪ = න ቆ
1 − ඥ1 − ଶ݌

೛ )
(ඥ1 − ଶ)೛݌ ቇ

௧మ

(1 − ଶ݌ଶ௝ା௠ିଵ݀݌ଶ)௡ି௠݌
ଵ

଴
 

= න (1− −ଶ௝ା௠ିଵ((1݌ଶ)௡ି௠݌ ଶ)ିଵ݌ ௣⁄ − 1)௧మ݀݌ଶ
ଵ

଴
 

= ෍(−1)௞ ൬
ଶݐ
݇
൰

௧మ

௞ୀ଴

න (1− ଶ)௡ି௠ି௞݌ ௣⁄ ଶ݌ଶ௝ା௠ିଵ݀݌
ଵ

଴
 

															= ෍(−1)௞ ൬
ଶݐ
݇
൰

௧మ

௞ୀ଴

݆)ܤ + ݉,݊ −݉ − ݇ ⁄݌ ).																																										(4.6) 

 
Now we put (4.6) in (4.5) and substitute for ܥ to obtain 
 

ଶ൯ݐ,ଵݐ൫ܯ = ෍ ෍෍෍(−1)௜ା௛ା௝ା௞
௧మ

௞ୀ଴

ஶ

௝ୀ଴

௧భ

௛ୀ଴

௠ି௤ିଵ

௜ୀ଴

൬
݉ − ݍ − 1

݅
൰

× ൬
ଵݐ
ℎ
൰ቆ
ℎ ⁄݌ + ݆ − 1

݆
ቇ ൬
ଶݐ
݇
൰

݊! ݆)ܤ(௧భା௧మ)ିߣ + ݉,݊ −݉ − ݇ ⁄݌ )
(݉ + ݆ − ݅ − ݍ)(1 − 1)! (݉ − ݍ − 1)! (݊ −݉)!

,												(4.7) 

 
From the above expression (4.7) which is the joint moment generating function of the ݉௧௛ and ݍ௧௛ order statistics 
from the negatively skewed extended generalized logistic distribution, one can obtain the ݎ௧௛ and ݏ௧௛ bivariate 
moment as  

൫ܺ௥௤:௡ܺ௦ܧ
௠:௡൯ =

߲௥ା௦

ଶ௦ݐଵ௥߲ݐ߲
 (4.8)																																						ଶ൯|௧భస௧మୀ଴.ݐ,ଵݐ൫ܯ	
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5. Conclusions 

 

The distribution functions of the range and quasi-range of the negatively skewed extended generalized logistic 
distribution have been established. The covariance between the ݉௧௛ and the ݍ௧௛ order statistics has been obtained. 
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