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Abstract 
 
 

The purpose of this paper is to prove the strong convergence theorem and data dependence result for special 
types of iterative that is Picard S-iteration dealing with contractive-like operators. 
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1. Introduction and Preliminaries 
 

Let	푋 be a Banach space, 퐾 ⊂ 푋 be a non empty subset and 푇:퐾 → 퐾 be a map, Gursoy and Karakaya in [2] 
introduced a Picard S-iteration as 
 

푥 ∈ 퐾 
푥 = 푇푦 		 

푦 = (1− 훼 )푇푥 + 훼 푇푧  
 

푧 = (1− 훽 )푥 + 훽 푇푥 										푛 = 0,1,2,										 ⋯    (1.1) 
							 

Where {훼 } and {훽 } are real sequences in [0,1] satisfying certain control condition. 
 

An operator 푇 is called contractive like operator [1] if there exist a constant 푞 ∈ (0,1) and strictly 
increasing and continuous function 휑:	[0,∞] → [0,∞] with 휑(0) = 0 such that for each 푥,푦 ∈ 푋      

 

‖Tx − Ty‖ ≤ q‖x − y‖ + φ(‖x − Tx‖)         (1.2) 
 

In [4] Soltoz and Grosan studied a data dependence result of Ishikawa iterative Scheme using Contractive-
Like operator, while Asduzaman and Zulfikar Ali [3] established a data dependence result of Noor iterative Scheme 
dealing with Contractive-Like operator. In this paper we study data dependence of Picard S-iteration for the same type 
of operators. 
 

By the same argument of proof lemma (2.4) in [3], we can prove: 
 

Lemma 1.1  
 

Let {푥 } be a non-negative sequence for which one supposes there exists 푛 ∈ ℕ, and a constant 푘 such that 
for all 푛 ≥ 푛  one has satisfied the following inequality 

 

푥 ≤ 푘[(1 − 훿 )푥 + 훿 휎 ] 
 

Where 훿 ∈ (0,1), ∀푛 ∈ ℕ, ∑ 훿 = ∞, and 휎 ≥ 0		∀푛 ∈ ℕ.	Then  
 

0 ≤ lim
→

sup 푥 ≤ 푘 lim
→

sup휎  
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Remark 1.2 [3] 
 

Let {푑 } be a non-negative sequence such that 푑 ∈ (0,1] for all 푛 ∈ ℕ. If ∑ 푑 = ∞ then ∏ (1−
푑푛=0. 

$1. Main Results: 
In this section we give our main theorems. First we will prove that a sequence {푥 } obtain from (1.1) converges 
uniquely to a fixed point of operator (1.2) 
 

Theorem 2.1: 
 

Let 푋 be a Banach space, 퐾 be a non empty closed convex subset of  푋, and let 푇:퐾 → 퐾 be a contractive-
like operator with fixed point 푝. Then for all 푥 ∈ 퐾 the Picard S-iteration converges to the unique fixed point of 푇 if 
∑ 훼 훽 = ∞ and lim → 훼 = 0. 
 

Proof: 
 

First we prove that the Picard S-iteration converge to the fixed point 푝 of 푇 for all 푥 ∈ 퐾. 
 

From (1.1) and (1.2) we get 
 

‖푥 − 푝‖ = ‖푇푦 − 푇푝‖ 
 

≤ 푞‖푦 − 푝‖ 
≤ 푞‖(1− 훼 )푇푥 + 훼 푇푧 − 푝‖ 
≤ 푞 (1− 훼 )‖푥 − 푝‖ + 푞 훼 ‖푧 − 푝‖ 
≤ 푞 (1− 훼 )‖푥 − 푝‖ + 푞 훼 [(1− 훽 )‖푥 − 푝‖ + 훽 ‖푇푥 − 푝‖] 
≤ 푞 (1− 훼 )‖푥 − 푝‖ + 푞 훼 (1− 훽 )‖x − p‖ + q α β ‖x − p‖ 
≤ 푞 [(1− 훼 훽 ) + 푞훼 훽 ]‖푥 − 푝‖ 

 

Thus by induction we get: 
 

‖x − p‖ ≤ 푞 ‖푥 − 푝‖[(1− 훼 훽 ) + 푞훼 훽 ][(1− 훼 훽 ) + 푞훼 훽 ]⋯ [(1 − 훼 훽 ) + 푞훼 훽 ] 
But (1 − 훼 훽 ) + 푞훼 훽 = 1 − 훼 훽 (1− 푞)                  ∀푛 ∈ ℕ 
 

Therefore  

‖푥 − 푝‖ ≤ 푞 1− 훼 훽 (1− 푞) ‖푥 − 푝‖												⋯ (2.1) 

 

Since ∑ 훼 훽 = ∞ implies  ∑ 1− 훼 훽 (1− 푞) = ∞ for all 푞 ∈ (0,1). So, using Remark (1.2) we get 
 

lim
→

1− 훼 훽 (1− 푞) = 0							 ⋯ (2.2) 

 

From  (2.1) and (2.2) we get lim → ‖푥 − 푝‖ = 0. 
 

Now to show that the fixed point 푝 is unique, suppose that 푇 has two fixed point 푝 and 푟 then  
 

‖푝 − 푟‖ = ‖푇푝 − 푇푟‖ ≤ 푞‖푝 − 푟‖ + 휑(‖푝 − 푇푝‖) = 푞‖푝 − 푟‖ 
 

This implies that 푝 = 푟 since 푞 ∈ (0,1). 
 

Now we discus the data dependence result 
 

Theorem 2.2: 
 

Let 푋 be a real Banach space, 퐾 ⊆ 푋 be a nonempty closed convex set, 푇:퐾 → 퐾 be a contractive-like 
operator with a fixed point 푝 and 푆:퐾 → 퐾 be an approximate operator to 푇 with a fixed point 푝∗, that is, ‖푇푧 −
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푆푧‖ ≤ 휖 for all 푧 ∈ 푋 where 휖 is a fixed number. If {푥 } is a sequence generated by (1.1) such that 훽 ≥  and 

훼 훽 ≥  for all 푛 ∈ ℕ, then  

‖푝 − 푝∗‖ ≤ ( ) 휖. 
 

Proof: 
 

For a given 푥 ,푢  in 퐾 and for all 푛 ∈ ℕ, the Picard S-iteration for 푇 and 푆 are: 
 

푥 = 푇푦                                                 푢 = 푆푣  
푦 = (1 − 훼 )푇푥 + 훼 푇푧                     푣 = (1 − 훼 )푆푢 + 훼 푆푤  
푧 = (1− 훽 )푥 + 훽 푇푥                         푤 = (1− 훽 )푢 + 훽 푆푢  
 

Now 
‖푥 − 푢 ‖ = ‖푇푦 − 푆푣 ‖ ≤ ‖푆푣 − 푇푣 ‖ + ‖푇푣 − 푇푦 ‖ 

																																																										≤ 휖 + 푞‖푦 − 푣 ‖ + 휑(‖푦 − 푇푦 ‖) 																																			⋯ (2.3) 
 

Note that 
 

‖푦 − 푣 ‖ = ‖(1 − 훼 )푇푥 + 훼 푇푧 − (1− 훼 )푆푢 − 훼 푆푤 ‖ 
≤ (1− 훼 )‖푇푥 − 푆푢 ‖ + 훼 ‖푇푧 − 푆푤 ‖ 

                                         
≤ (1 − 훼 )[‖푆푢 − 푇푢 ‖ + ‖푇푢 − 푇푥 ‖] + 훼 [‖푆푤 − 푇푤 ‖ + 																																																				‖푇푤 − 푇푧 ‖] 
                                        
≤ (1 − 훼 )[휖 + 푞‖푢 − 푥 ‖ + 휑(‖푥 − 푇푥 ‖)] + 훼 [휖 + 																																																						푞‖푧 − 푤 ‖ +
휑푧푛−푇푧푛                           ⋯2.4  
 

But 
‖푧 − 푤 ‖ = ‖(1 − 훽 )푥 + 훽 푇푥 − (1 − 훽 )푢 − 훽 푆푢 ‖ 

≤ (1 − 훽 )‖푥 − 푢 ‖ + 훽 ‖푇푥 − 푆푢 ‖ 
≤ (1 − 훽 )‖푥 − 푢 ‖ + 훽 [‖푆푢 − 푇푢 ‖ + ‖푇푢 − 푇푥 ‖] 

                                ≤ (1− 훽 )‖푥 − 푢 ‖ + 훽 [휖 + 푞‖푢 − 푥 ‖ + 휑(‖푥 − 푇푥 ‖)] 
≤ ‖푥 − 푢 ‖[(1− 훽 ) + 훽 푞] + 훽 휖 + 훽 휑(‖푥 − 푇푥 ‖) 							⋯ (2.5) 

 

Putting equations (2.3), (2.4), and (2.5) together we get 

 ‖푥 − 푢 ‖ ≤ 휖 + 푞 (1− 훼 ) 휖 + 푞‖푢 − 푥 ‖ + 휑(‖푥 − 푇푥 ‖) + 훼 휖 + 휑(푧 − 푇푧 ) +
푞푥푛−푢푛1−훽푛+훽푛푞+훽푛휖+훽푛휑푥푛−푇푥푛+휑푦푛−푇푦푛 
 

≤ 푞 ‖푥 − 푢 ‖[1 − 훼 훽 (1 − 푞)] + 휖(1 + 푞 + 푞 훼 훽 ) + 	휑(‖푥 − 푇푥 ‖)[푞(1 − 훼 ) + 푞 훼 훽 ]
+ 훼 푞휑(‖푧 − 푇푧 ‖) + 휑(‖푦 − 푇푦 ‖) 

Since, 푞 ≠ 0 
 

‖푥 − 푢 ‖ ≤ 푞 1 − 훼 훽 (1− 푞)‖푥 − 푢 ‖ +
1
푞

+
1
푞

+ 훼 훽 휖 +
1
푞
−
훼
푞

+ 훼 훽 	휑(‖푥 − 푇푥 ‖)

+
훼
푞
	휑(‖푧 − 푇푧 ‖) +

1
푞

+ 휑(‖푦 − 푇푦 ‖)	  
 

But, 훽 ≥  and 훼 훽 ≥ 	∀푛, thererfore 
 

‖푥 − 푢 ‖ ≤

푞 1− 훼 훽 (1 − 푞)‖푥 − 푢 ‖ + 훼 훽 (1 − 푞)
(‖ ‖) (‖ ‖) (‖ ‖)	

( )   
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Since 휑	is continuous function and all the sequences {푥 }, {푦 }, and {푧 } converge to 푝 the fixed point of 푇 then 
lim → 	휑(‖푥 − 푇푥 ‖) = lim → 휑(‖푦 − 푇푦 ‖) = lim → 휑(‖푧 − 푇푧 ‖) = 0. 
Now, if we put  

훿 = 훼 훽 (1− 푞) 

휎 =
+ + 1 휀 + + 1 휑(‖푥 − 푇푥 ‖) + 휑(‖푧 − 푇푧 ‖) + 휑(‖푦 − 푇푦 ‖)	

(1− 푞)  
 

Then, using Lemma (1.1) we get  
 

lim
→

푠푢푝‖푥 − 푢 ‖

≤ lim
→

sup 푞
+ + 1 휀 + + 1 휑(‖푥 − 푇푥 ‖) + 휑(‖푧 − 푇푧 ‖) + 휑(‖푦 − 푇푦 ‖)	

(1− 푞)  
 

Which implies 

‖푝 − 푝∗‖ ≤
4푞 + 4푞 + 1
푞(1− 푞) 휖 
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